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Introduction

Assessment is essential to ensure that our courses and curricula impact student learning in positive, appropriate, meaningful ways. If assessment is conducted well and on a regular basis, the results help us identify ways to increase the efficacy of teaching and learning.

Meaningful assessment consists of more than tests, surveys, statistics, course evaluations, grades, or summaries of program trends. It requires a clear process for gathering and reflecting on these measures of student learning in order to identify successes and opportunities for improvement. This process must occur on a regular basis, and it should culminate at the end of each cycle with a specific action plan for addressing the salient opportunities or concerns identified through reflection.

The stakes of assessment include more than helping individual students learn more successfully. “Assessment is essential not only to guide the development of individual students but also to monitor and continuously improve the quality of programs, inform prospective students and their parents, and provide evidence of accountability to those who pay our way.” Faculty often feel as though they already have a good, intuitive sense of what is or isn’t working in a program and how to improve, but even if their instincts are right—which they may not be—a regular, structured cycle of assessment (and the documentation it entails) is critical for demonstrating a program’s efficacy and value to other stakeholders, including those who make decisions about resources and accreditation.

Overarching Assessment Principles

- Assessment will help us work more efficiently and effectively towards our main priority: student success.
- It is better to assess ourselves first. Understanding areas in which we can improve makes us stronger.
- Continuous assessment is a natural and necessary part of our commitment to teaching. It plays a critical role in student learning and development.

---

What is Assessment?

Assessment of student learning is a reflective, iterative, ongoing, formative process done for the purpose of finding ways to improve student success. The process consists of four basic steps:

1) Define the desired student learning outcomes.
2) Choose a method or instrument for gathering evidence of the learning that occurs.
3) Reflect on that evidence with program contributors to identify opportunities and corresponding actions for improvement.
4) Implement the actions identified through reflection to improve student learning.

Assessment does not involve reporting the performance of individuals. It examines learning in the aggregate—at the levels of classes, programs, colleges, and universities.

Academic Program Assessment

This handbook describes assessment that should occur at the academic program level. Program assessment is guided by two primary questions: “What do we want students to learn in our program?” and “How do we know that students are learning what we want them to learn?”

Specifically, academic program assessment involves:

- Establishing clear, measurable, expected outcomes of student learning: what we hope students will know, be able to do, or value upon completion of the program.
- Ensuring that students have sufficient opportunities to achieve those outcomes through the provided curriculum for that program.
- Systematically gathering, analyzing, and interpreting evidence to determine how well student learning matches our expectations.
- Using the findings to understand and improve student learning within the program.

Questions to Consider During Assessment

To ensure assessment is done well, it is important to ask the following questions:

- Do our assessment instruments actually measure what we intend them to measure?
- Are we using the results to make meaningful improvements? (If not, how can we improve or replace our assessment practices to make them more useful?)
- Are there better (e.g. more reliable/efficient/consistent) ways to collect data?
- Based on the results of assessment and faculty input, which areas of student learning make most sense for us to focus on during the next cycle?
- How do we ensure assessment results are shared widely with program contributors so they are aware of strengths, weaknesses, and plans for meaningful improvement?
Steps for Assessing Academic Programs

This handbook will take you through the steps of academic program assessment and will hopefully teach you some best practices to help you and your students get the most out of assessment.

1) **Define Student Learning Outcomes** – Develop a set of specific statements that define what students will know, be able to do, or value upon successfully completing the program.

2) **Identify Learning Opportunities** – Make a curriculum map to show where and how the curriculum addresses each of the program SLOs.

3) **Determine Assessment Methods and Measures** – Identify at least two direct measures to be used to collect data on each SLO to determine whether and how well students are achieving those outcomes. This includes setting expectations for the level of achievement students should be able to demonstrate on those assessments.

4) **Collect and Evaluate the Results** – Examine the information collected and evaluate the results against program expectations.

5) **Use the Results** – Put the information to work by sharing the findings with appropriate stakeholders, identifying actions for improvement, and implementing those actions.
Defining Student Learning Outcomes

Student learning outcomes (SLOs) are specific, measurable descriptions of knowledge, values, or skills that students should be able to demonstrate upon completing a given educational experience. Program-level SLOs are the principal goals you want students to achieve as a result of your program. They describe observable behaviors or products of learning that students should be able to demonstrate by the time they complete the curriculum.

Having well-constructed SLOs is critical—and not just for assessment purposes. Program SLOs serve to capture and clarify the collective vision that faculty, staff, and students are all working to realize together. Besides helping departments understand how to better facilitate student learning, they also help students identify more of the learning opportunities available to them; they enable students to articulate what they've learned to peers and employers; and they provide recruiters, advisers, colleagues, administrators, development officers, and alumni with clear talking points that explain a program’s value and impact.

To develop program SLOs, examine each of your program’s goals and ask the following:

- “What specifically would students have to do to convince us this goal has been achieved?”
- “How would we prove to others that students are achieving this goal?”

There is no one ‘right’ way to answer these questions, but a popular and effective approach is to begin each outcome with an action verb. Sample outcomes with this structure might state, for example, that students will be able to: “conduct independent research and organize the findings in an annotated bibliography” or “explain significant historical factors that shaped the system of government in the U.S.” or “communicate meaning effectively through voice and movement for a theater audience.”

One advantage of this approach is that action verbs help to keep the focus on an observable behavior, making it much clearer whether and how the outcome can be assessed. This does not mean SLOs can never address important attitudes, mindsets, or conditions of being that many programs regard as essential goals of their program. With careful thought and creativity, the vital inward effects of learning—what many faculty regard as the “transformative” impact of education—can be linked to appropriately measurable outcomes. In fact, program-level assessment is typically the best means to measure those kinds of effects.

For example, imagine the faculty in a literature program want their students to gain a deeper appreciation for the importance of women writers. Their curriculum might reflect that goal by including a course like “Women in Literature”; however, at the course level, in the space of a single term, it is extremely difficult to measure changes in one’s appreciation toward any subject. It’s also problematic to state it in those terms (“develop a deeper appreciation”) because “appreciation” is not readily observable. If we can’t see it, it isn’t clear how we will measure it. Course-level SLOs are best tied to specific activities or products of learning (e.g., a paper, presentation, exercise, exam) and comparatively modest outcomes that are achievable within a single semester.

Program-level assessment, however, has considerably greater opportunity to probe the deeper kinds of transformations the program’s faculty may really intend. Program-level SLOs should still be
focused on concretely observable results whenever possible to simplify assessment and reporting; however, through the broader lens of program-wide assessment, faculty can be considerably more creative and ambitious in how and what they measure to fill in the picture of what students are really learning.

With regard to measuring “appreciation,” for example, a program could select a relatively early point in the curriculum—say, Introduction to Literature—to have students identify the ten authors they deem most important for their fellow students to read. The same request could be repeated at a much later point—perhaps on an exit survey for graduating seniors—and the results compared to determine if there is a discernible shift in how many and which women writers students identify. This kind of data augments findings from more isolated, course-specific assessments by demonstrating that the impact of the program is greater than the sum of its parts.

The point is that SLO assessment does not have to confine our focus to only the most visible and readily measurable effects of student learning. Programs can and should work to define the deeper, transformative impacts they would like to have on students, and then devise creative ways to make those successes more visible through assessment. The next sections will help you with that.

**Tips for Writing Strong SLOs**

Writing good-quality SLOs is not easy. Here are some tips to help you:

- **Focus on specific, assessable actions.** SLOs should specify actions that are observable, measurable, demonstrable, and able to be communicated clearly to others. Beware verbs or phrases such as “learn,” “know,” “understand,” “appreciate,” “become familiar with,” “become aware of,” “demonstrate knowledge of,” or “demonstrate understanding of,” as these virtually always result in vague and unmeasurable outcomes.

- **Be realistic.** SLOs should be reasonable and achievable based on the capacities of the typical student who enters the program, the expected level of rigor in the program’s curriculum, and the resources available to support student learning.

- **Use action verbs.** Framing your SLOs in terms of action will result in observable, measurable, demonstrable behaviors.

- **Less is more.** You will need to assess and report on all program SLOs within a six-year cycle, with at least three SLOs being actively assessed each year. Try to write the fewest SLOs possible to capture the range of knowledge, skills, and behaviors in your curriculum.

- **Write course SLOs with program SLOs in mind (and vice versa).** Courses shouldn’t exist in silos; they should be integral to the program. Make sure course SLOs are adequately aligned with program SLOs so that course-level data feeds naturally into program-level assessment and in a form that is easy to work with. Likewise, program SLOs should be sufficiently robust that faculty understand how each course fits into the program and how to derive appropriate course-level SLOs to help students progress successfully through the curriculum.
Knowledge-Centered SLOs

When constructing knowledge-centered SLOs (i.e., what we want program graduates to know), Bloom’s Taxonomy is extremely helpful. The taxonomy specifies hierarchical levels of thought, arranged in order from the simplest thought operations (memory/recall) to the most complex (knowledge creation). The lower levels are necessary preconditions for higher levels of expertise, and each cognitive ‘level’ is associated with specific demonstrable actions and abilities.

The table below defines each level of Bloom’s Taxonomy, accompanied by a list of action verbs to help you write SLOs that correspond to the expected level of knowledge mastery.²

<table>
<thead>
<tr>
<th>Table 1: Action Verbs for Knowledge SLOs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student remembers or recognizes information or specifics as communicated with little personal assimilation.</td>
</tr>
<tr>
<td>Convert</td>
</tr>
<tr>
<td>Label</td>
</tr>
<tr>
<td>List</td>
</tr>
<tr>
<td>Enumerate</td>
</tr>
<tr>
<td>Identify</td>
</tr>
<tr>
<td>Imitate</td>
</tr>
<tr>
<td>Match Name</td>
</tr>
<tr>
<td>Quote</td>
</tr>
<tr>
<td>Recall</td>
</tr>
<tr>
<td>Reproduce</td>
</tr>
<tr>
<td>Reproduce</td>
</tr>
<tr>
<td>Write</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Most Advanced</td>
</tr>
</tbody>
</table>

² Tables of verbs developed by Janet Fulks and Kate Pluta, Bakersfield College, CA
Skill-Centered SLOs

When constructing *skill-centered* SLOs (i.e., what we want program graduates to be able to do), Simpson’s classifications of the Psychomotor Domain (1972)—which specifies hierarchical levels of skill competence as a result of increasing practice—is extremely helpful.

The table below defines each level of Simpson’s Psychomotor Domain, accompanied by a list of action verbs to help you write SLOs that correspond to the expected level of skill competence.³

**TABLE 2: ACTION VERBS FOR SKILL-CENTERED SLOS**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Students translate sensory input into physical tasks or activities.</td>
<td>Students are able to replicate a fundamental skill or task.</td>
<td>Students recognize standards or criteria important to perform a skill or task correctly.</td>
<td>Students use standards to evaluate their own performances and make corrections.</td>
<td>Students apply this skill to real life situations.</td>
<td>Students are able to instruct or train others to perform this skill in other situations.</td>
</tr>
</tbody>
</table>

**Hear**
- Identify
- Observe
- See
- Smell
- Taste
- Touch
- Watch

(Usually no outcomes or objectives are written at this level.)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Attempt</td>
<td>Copy</td>
<td>Follow</td>
<td>Imitate</td>
<td>Mimic</td>
<td>Model</td>
</tr>
<tr>
<td>Check</td>
<td>Detect</td>
<td>Discriminate</td>
<td>Differentiate</td>
<td>Distinguish</td>
<td>Notice</td>
</tr>
<tr>
<td>Adapt</td>
<td>Adjust</td>
<td>Alter</td>
<td>Change</td>
<td>Correct</td>
<td>Customize</td>
</tr>
<tr>
<td>Build</td>
<td>Compose</td>
<td>Construct</td>
<td>Create</td>
<td>Design</td>
<td>Originate</td>
</tr>
<tr>
<td>Demonstrate</td>
<td>Exhibit</td>
<td>Illustrate</td>
<td>Instruct</td>
<td>Teach</td>
<td>Train</td>
</tr>
</tbody>
</table>

Most Basic  ➔  Most Advanced

³ Tables of verbs developed by Janet Fulks and Kate Pluta, Bakersfield College, CA
Value-Centered/Affective SLOs

When constructing affective or value-centered SLOs (i.e., what we want program graduates to value, feel, appreciate, take interest in, etc.), the table below—which defines deepening degrees of affective response, accompanied by a list of action verbs—will help you write SLOs that correspond to the expected depth of affective reaction and internalization.4

**TABLE 3: ACTION VERBS FOR VALUE-CENTERED SLOs**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Students become aware of an attitude, behavior, or value.</td>
<td>Students exhibit a reaction or change as a result of exposure to an attitude, behavior, or value.</td>
<td>Students recognize value and display this through involvement or commitment.</td>
<td>Students determine a new value or behavior as important or a priority.</td>
<td>Students integrate consistent behavior as a naturalized value in spite of discomfort or cost. The value is recognized as a part of the person’s character.</td>
</tr>
<tr>
<td>Accept</td>
<td>Behave</td>
<td>Accept</td>
<td>Adapt</td>
<td>Authenticate</td>
</tr>
<tr>
<td>Attend</td>
<td>Comply</td>
<td>Adapt</td>
<td>Adjust</td>
<td>Characterize</td>
</tr>
<tr>
<td>Describe</td>
<td>Cooperate</td>
<td>Balance</td>
<td>Alter</td>
<td>Defend</td>
</tr>
<tr>
<td>Explain</td>
<td>Discuss</td>
<td>Choose</td>
<td>Change</td>
<td>Display</td>
</tr>
<tr>
<td>Locate</td>
<td>Examine</td>
<td>Differentiate</td>
<td>Customize</td>
<td>Embody</td>
</tr>
<tr>
<td>Observe</td>
<td>Follow</td>
<td>Defend</td>
<td>Develop</td>
<td>Habituate</td>
</tr>
<tr>
<td>Realize</td>
<td>Model</td>
<td>Influence</td>
<td>Improve</td>
<td>Internalize</td>
</tr>
<tr>
<td>Receive</td>
<td>Present</td>
<td>Prefer</td>
<td>Manipulate</td>
<td>Produce</td>
</tr>
<tr>
<td>Recognize</td>
<td>Respond</td>
<td>Recognize</td>
<td>Modify</td>
<td>Represent</td>
</tr>
<tr>
<td>Show</td>
<td>Studies</td>
<td>Seek</td>
<td>Practice</td>
<td>Validate</td>
</tr>
<tr>
<td>Studies</td>
<td></td>
<td>Value</td>
<td>Revise</td>
<td>Verify</td>
</tr>
</tbody>
</table>

Most Basic → Most Advanced

4 Tables of verbs developed by Janet Fulks and Kate Pluta, Bakersfield College, CA
Identifying Learning Opportunities (Curriculum Mapping)

Curriculum mapping is the process of relating each program SLO to specific program courses, co-curricular programs, and/or other learning activities intended to advance that outcome. Curriculum maps often take the form of a matrix, with SLOs represented on one axis and associated learning activities (i.e. coursework and other experiences) represented on the other axis.

For each SLO, the curriculum map should clearly indicate the course or learning activity where the relevant information is Introduced, Reinforced, and Assessed. (Note that all three of these—introducing, reinforcing, assessing—may occur within a single course.)

The Value of Curriculum Maps

Curriculum maps are useful for analyzing how well the included courses are working in concert to serve student needs and achieve the program’s overarching goals. Specifically, they can help answer the following questions:

Is the curriculum designed to ensure that every student has enough opportunity to achieve each of its key learning goals? A program curriculum map will let you know if a program learning goal is addressed only in elective courses or only in one course.

Is the curriculum appropriately coherent? Is it designed so students strengthen their achievement of program learning goals as they progress through the program? Or is attention to program learning goals scattershot and disconnected?

Does the curriculum give students ample and diverse opportunities to achieve its learning goals? Many learning goals are best achieved when students experience them in diverse settings, such as courses with a variety of foci.

Does the curriculum have appropriate, progressive rigor? Do higher-numbered courses address program learning goals on a more advanced level than introductory courses? While excessive prerequisites may be a barrier to completion, do upper-level courses have appropriate prerequisites to ensure that students in them tackle program learning goals at an appropriately advanced level?

Does the curriculum conclude with a capstone experience? Not only is this an excellent opportunity for students to integrate and synthesize their learning, but it is an opportunity for students to demonstrate their achievement of program learning goals as they approach graduation. A program curriculum map will tell you if you have a true capstone in which students synthesize their achievement of multiple program learning goals.

---

Is the curriculum sufficiently focused and simple? You should be able to view the curriculum map on one piece of paper or computer screen. If you cannot do this, your curriculum is probably too complicated and therefore might be a barrier to student success.

Is the curriculum responsive to the needs of students, employers, and society? Look at how many program learning goals are addressed in the program’s internship, field experience, or service learning requirements. If a number of learning goals are not addressed there, the learning goals may not be focusing sufficiently on what students most need to learn for post-graduation success.

(Oh, and, yes, curriculum maps can also be used to identify the best places to assess the curriculum’s learning goals—typically in courses or other requirements that students typically complete right before graduating. But I don’t think that should be the main purpose of a curriculum map, because you can figure that out without going to the trouble of creating a curriculum map.)

Program curriculum maps with the following traits can best help answer these questions.

- **Elective courses have no place in a curriculum map.** Remember one of the purposes is to ensure that the curriculum is designed to ensure that every student has enough opportunity to achieve every learning goal. Electives do not help with this analysis.

- **List program requirements, not program courses.** If students can choose from any of four courses to fulfill a particular requirement, for example, group those four courses together and mark only the program learning outcomes that all four courses address.

- **Codes can help identify if the curriculum has appropriate, progressive rigor.** Some assessment management systems require codes indicating whether a learning goal is introduced, developed further, or demonstrated in each course, rather than simply whether it is addressed in the course.

Check off a course only if students are graded on their progress toward achieving the learning goal. Cast a suspicious eye at courses for which every program learning goal is checked off. How can those courses meaningfully address all those goals?
Determining Assessment Methods and Measures

Selection of assessment measures can only be accomplished after, first, clearly articulating student-learning outcomes (SLOs) and, second, ensuring that the academic program curriculum provides students with learning experiences relevant to the SLOs. Assessment methods should be directly tied to program SLOs and curriculum.

Direct vs. Indirect Assessment

Assessment methods are typically categorized as one of two types: direct or indirect.

- **Direct assessment** asks students to demonstrate their acquired knowledge, values, or skills. The resulting evidence is visible/tangible and thus, tends to be more compelling at demonstrating what students have actually learned by showing it, directly, from their work and performance. Assessment plans should incorporate at least two direct assessments for each SLO.

- **Indirect assessment** measures students’ perceptions about, or satisfaction with, their learning experience—such as a survey in which students self-report what they have learned. Since student self-reports may inflate or undervalue what they have actually learned, this kind of evidence is less compelling, but it can be extremely helpful to support and contextualize data from direct assessment.

The tables below list a number of direct and indirect strategies to consider.

**TABLE 4: SAMPLE APPROACHES TO DIRECT ASSESSMENT**

<table>
<thead>
<tr>
<th>Direct Assessment Methods</th>
<th>Sample Approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Course Data</td>
<td>• Objective Tests (e.g., multiple choice, true/false, fill-in-the-blank)</td>
</tr>
<tr>
<td></td>
<td>• Essay Tests</td>
</tr>
<tr>
<td></td>
<td>• Embedded Questions and/or Assignments</td>
</tr>
<tr>
<td></td>
<td>• Other Classroom Assessment Techniques (e.g., 1-minute papers, free-writing, etc.)</td>
</tr>
<tr>
<td>Individual Projects/Performance</td>
<td>• Written Products (e.g., term papers, lab reports, critiques)</td>
</tr>
<tr>
<td></td>
<td>• Oral Presentations (e.g., speeches, role plays)</td>
</tr>
<tr>
<td></td>
<td>• Poster Presentations</td>
</tr>
<tr>
<td></td>
<td>• Structural/Situational Assessments</td>
</tr>
<tr>
<td>Summative (End of Program) Performance</td>
<td>• Standardized Tests</td>
</tr>
<tr>
<td></td>
<td>• Locally-Developed Exams</td>
</tr>
<tr>
<td></td>
<td>• Capstone Experiences</td>
</tr>
<tr>
<td></td>
<td>• Internships/Professional Applications</td>
</tr>
<tr>
<td></td>
<td>• Portfolios</td>
</tr>
<tr>
<td>Collaborative Activities</td>
<td>• Research and Group Projects (written and oral)</td>
</tr>
<tr>
<td></td>
<td>• Online Group Activities (e.g., records of interactions in discussion forums)</td>
</tr>
</tbody>
</table>
TABLE 5: SAMPLE APPROACHES TO INDIRECT ASSESSMENT

<table>
<thead>
<tr>
<th>Indirect Direct Assessment Methods</th>
<th>Sample Approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-Assessment/Reflection</td>
<td>• Student Journals</td>
</tr>
<tr>
<td></td>
<td>• Self-Critiques</td>
</tr>
<tr>
<td>Interviews and Surveys</td>
<td>• Satisfaction Measures (e.g., seniors, alumni, employers, graduate school advisors, parents)</td>
</tr>
<tr>
<td></td>
<td>• Performance Reviews (e.g., alumni, employers, graduate school advisors)</td>
</tr>
<tr>
<td></td>
<td>• Exit Interviews</td>
</tr>
<tr>
<td></td>
<td>• Focus Groups</td>
</tr>
<tr>
<td></td>
<td>• Follow-up Alumni Interviews</td>
</tr>
<tr>
<td></td>
<td>• External Reviewer Interviews (conducted by objective, external expert)</td>
</tr>
<tr>
<td>Archival Measures</td>
<td>• Transcript Analysis</td>
</tr>
<tr>
<td></td>
<td>• Syllabus Audit</td>
</tr>
<tr>
<td></td>
<td>• Library or Resource Use Statistics</td>
</tr>
</tbody>
</table>

At times, the distinction between direct and indirect assessment can seem murky. Consider peer reviews of student work, for example. In peer review, students actually submit work to demonstrate what they have learned; however, a faculty member may not ever see or have an opportunity to evaluate it in this process. So is this direct or indirect assessment?

A few considerations can be helpful in determining whether an assessment is direct or indirect evidence of student learning.

1. **Does the assessment measure the learning or a proxy for learning?**

   **Direct Evidence:** Students have completed some work or exercise that demonstrates they have achieved the learning outcome. Examples: project, paper, performance.

   **Indirect Evidence:** A proxy measure was used, such as the number of students who participated in a learning activity or surveyed opinions about student learning, satisfaction, etc. Examples: teaching evaluations, surveys asking students how much they think they learned, course grades (which may or may not correlate with actual improvements in performance and thus, are not acceptable as direct measures; see *Course Grades Have No Place in Program Assessment* below).

2. **Who decides what was learned or how well it was learned?**

   **Direct Assessment:** a professional makes a decision regarding what a student learned and how well it was learned. Examples: papers, tests, or performances evaluated directly by the instructor, program director, curriculum oversight committee, department chair, or other appropriate representative of the program.

   **Indirect Assessment:** the student decides what he or she learned and how well it was learned. Examples: surveys, teaching evaluations, student focus groups.
Selecting Assessment Methods

When choosing an assessment method, ask yourself these questions:

1. Will the assessment strategy answer questions that are important and meaningful to the program?
2. Does the strategy align with the outcome being assessed?
3. Is the strategy feasible given available financial resources and time?
4. Will the strategy result in useful information about strengths and weaknesses of the program?

The following tips will help to ease the work of collecting and reporting on your assessment data:

- **Whenever possible, use existing information:** Exams, assignments, or projects in key program courses can be used for program-level assessment if they are consistent across course sections and representative of program requirements.

- **Use capstone experiences or senior course assignments:** These are typically common to all students completing the program and demonstrate the breadth and depth of students’ acquired knowledge and skills.

- **Strive to use multiple measures to assess each SLO:** This increases confidence that the results through assessment are accurate, consistent, and replicable. Each SLO should include at least two direct measures.

- **Don’t reinvent the wheel:** Take advantage of published assessment tools in your disciplines, such as rubrics or surveys, as opposed to developing your own.

---

6 Adapted from the Ball State University Assessment Workbook.
General vs. Task-Specific Rubrics

According to assessment guru Linda Suskie, the rubric experts (for example, Brookhart; Lane; Linn, Baker & Dunbar; and Messick) are unanimous in advocating for what they call **general rubrics** as opposed to **task-specific rubrics**. General rubrics assess how well students achieve the intended learning outcomes rather than the particular task at hand. This keeps the focus on long-term, deep learning. Indeed, some experts posit that an essential element of a valid rubric is its **generalizability**: its ability to tell you how well students can perform (e.g., write, think, solve problems) across a range of tasks, not just the specific activity being assessed.

To be fair, experts also caution against general rubrics that are too general, such as one writing rubric used to assess student work in courses and programs across an entire college. Many experts (e.g., Cooper, Freedman, Lane, Lloyd-Jones) suggest developing rubrics for families of related assignments—such as one for academic writing in the humanities and another for business writing. This allows the rubric to include discipline-specific nuances. For example, academic writing in the humanities is often expansive, while business writing must be succinct.

How do you move from a task-specific rubric to a general rubric? Make sure the criteria on the rubric describe key traits of the desired learning outcomes, not specific parts of the assignment. So instead of listing parts of the assignment (e.g., “opening paragraph,” “second paragraph,” and so on), list key traits of the learning goals (e.g., focus, organization, sentence structure).

Moving from a task-specific to a general rubric can be remarkably difficult. One reason is that faculty want students to complete the assignment correctly: Did they provide at least three examples? Did they cite at least five sources? If this is important, make “following directions” one of the learning outcomes and include it as a trait assessed by the rubric. Then create a separate checklist of all the components of the assignment and have students complete it prior to submission.

To identify the other traits assessed by the rubric, ask yourself, “What does good writing, or problem solving, or critical thinking, or presenting look like? Focus not on the details/requirements of the assignment, but on what you want students to learn that they can use in subsequent courses and beyond graduation.

One student complaint about rubrics is that faculty expectations vary from one professor to another. The problem here is lack of collaboration. Faculty teaching sections of the same course—or related courses—should collaborate on a common rubric they all use to grade student work. This lets students work on the same important skill repeatedly in varying course contexts and see connections in their learning. If one professor wants to emphasize something beyond the common rubric, that’s fine too. Put the common elements at the top half of the rubric, and add professor-specific elements further down. Just make sure that your rubric, like your exam, focuses on the most important things you want students to learn.

---

7 Adapted from Linda Suskie’s blog post dated September 2, 2018 entitled, “Should rubrics be assignment specific?”
[https://www.lindasuskie.com/apps/blog/categories/show/2167989-rubrics](https://www.lindasuskie.com/apps/blog/categories/show/2167989-rubrics)
Collecting and Evaluating Assessment Results

With clearly written SLOs and properly selected assessment measures, collecting results should be fairly straightforward. However, before these results can be used, they need to be summarized, compared against specified benchmarks and targets, and reported.

The following are ways to collect assessment results to create a meaningful picture of what students are (or are not) learning:

- **Tallies**: Take a simple count of the number of students who successfully demonstrated a particular level of performance. For example, you could tally the number of students who earned a specific rubric rating, or who selected a specific response on an exam question.
- **Percentages**: Percentages are often more meaningful than presenting raw numbers (tallies) as they facilitate peer and historical comparisons across different groups of students. For example, you could report the percentage of students who earned a specific rubric rating or selected a specific response on an exam question and then examine the percentage change in these values over time.
- **Aggregates**: In many cases, multiple items on a rubric, exam, or survey relate to a single SLO. In those cases, it is appropriate to report tallies or percentages of students who exhibited a particular type or level of performance across all of the relevant items. For example, perhaps 80% of students correctly responded to the four exam questions targeting understanding of Research Design, but only 40% responded correctly to the two questions targeting understanding of Quantitative Analysis.
- **Averages**: Averages, including the arithmetic mean, median (i.e., the middle score), and mode (i.e., the most frequent response) can be used to summarize the central tendency of assessment results and to compare results to national benchmarks.
- **Qualitative Summaries**: Qualitative assessment methods (e.g., reflective writing, focus groups, open-ended survey questions) can be analyzed via read-throughs and grouped listings. Read-throughs simply involve quickly reading qualitative results to get a general sense of common responses. Grouped listings involve separating or tallying qualitative results into common, discrete categories (e.g., perhaps 10% of alumni indicated that performing a group research project was most influential to their learning in the program on an open-ended survey item, whereas 60% mentioned that participating in a practicum experience was most influential).

Course Grades Have No Place in Program Assessment

Although many feel it is natural or even necessary to include course grades in program assessment reports, this is highly problematic. **Course grades have no place in program assessment.** There are several reasons for this:

- If course grades are reported alongside personally identifying information (PII), this can result in a breach of student confidentiality. Often, assessment data is shared with accreditors and site reviewers who need to review it for quality assurance purposes, but who should not have access to information about individual students’ academic performance.
• Course grades do not demonstrate what, specifically, students have (or have not) learned from a course. They routinely reflect additional considerations (e.g., attendance, participation, effort) that do not directly reflect learning.

• Course grades may be, and often are, adjusted or “curved” in light of variations in the performance of individuals or specific classes/populations of students. This makes them particularly unreliable for identifying accurate trends in student learning across multiple years or courses.

In short, course grades are ill-suited and inappropriate for the purposes of program assessment. Proper program assessment examines patterns of student learning in and across courses, as well as over time. It uses direct measures of specific behaviors or products of learning to identify what students have (or have not) learned in a more consistent, confirmable way than what is reflected in a course grade.

**Reporting Assessment Findings**

Assessment reports should include a description of the sample of students participating in assessment, a clear description or copy of each assessment instrument/measure used, and a summary or de-identified copy of the results attained from each method. After the assessment results have been appropriately summarized, they should be compared against the associated benchmark or target.

**IMPORTANT:** Assessment reports and any supporting documentation should never include personally identifying information (PII) about our students (e.g., names, ID numbers) especially in connection with academic grade or performance-related information. This information is unnecessary for effective program assessment and reflection. More importantly, these reports need to be accessible to external site visitors for accreditation purposes, so including PII could lead to FERPA violations.

The goal of program assessment is to drive continuous improvement. Identifying areas in need of improvement does not constitute failure; on the contrary, it’s essential to guide forward action and promote positive change. Programs will not be judged on their results; instead, they are evaluated on the extent to which they demonstrate due diligence to gather and use those results to make intelligent, ongoing improvements.
Using the Results of Assessment

Using assessment results effectively—often called “closing the loop”—is the most challenging, yet most critical component of the assessment process. Assessment, by itself, does not result in improved student learning. The results must be reflected upon and combined with professional judgment to make intelligent, informed decisions that result in improved student learning. These decisions must be communicated widely and transparently, and put clearly into action so that students can benefit from the results.

The table below describes sample actions that might be derived from assessment results that expose weaknesses in various areas related to a program.

**Table 6: Sample Actions for the Use of Assessment Results**

<table>
<thead>
<tr>
<th>Area of Assessment Findings</th>
<th>Sample Actions</th>
</tr>
</thead>
</table>
| Curriculum                  | • Modifying the frequency and schedule of course offerings  
• Adding or removing course from the curriculum  
• Pedagogical models or approaches to be shared among faculty and students  
• Revision of course content or assignments |
| Budget/Resources             | • Increasing classroom space  
• Adding lab resources  
• Hiring or re-assigning faculty or staff |
| **NOTE:** Merely requesting more classroom/lab space or new hires is not a sufficient action to “close the loop” to improve student learning. Such resources have to actually be obtained and provided to students. Unless that is certain to occur, your plan must include other acceptable actions that definitely will be implemented. |
| Academic Process            | • Revising course prerequisites  
• Revising criteria for admission to the program  
• Revising advising processes or protocols |
| Promotion/Marketing         | • Communicating and celebrating student performance and success  
• Communicating student voices and perceptions to stakeholders  
• Industry feedback from external assessments  
• Including student work on the program website, recruiting materials, fundraising materials or in the self-study |
| **NOTE:** These Promotion/Marketing actions are not sufficient to “close the loop” to improve student learning, but they are useful ways to extend the benefits of positive findings from good assessment. Your plan must still include other acceptable actions that definitely will be implemented to improve learning. |
Responsible Assessment

Linda Suskie recommends the following guidelines to ensure that the use of assessment results is fair, ethical, and responsible: ⁸

1. Make assessments planned and purposeful: There should be a clear understanding at the outset of why the program is engaging in assessment and the types of decisions that assessment will inform.
2. Focus assessments on important learning goals.
3. Assess teaching and learning processes, not just outcomes, in order to make sense of outcomes.
4. Actively involve those with a stake in decisions stemming from the results in discussions about assessment and use of results.
5. Communicate assessment information widely and transparently.
6. Discourage others from making inappropriate interpretations of assessment results. For example, communicate the limitations of assessment techniques, sampling, and other factors that could affect the accuracy and replicability of the results.
7. Don’t hold people accountable for things that they cannot control.
8. Don’t penalize faculty and staff for disappointing assessment results.
9. Don’t let assessment results alone dictate decisions. Decisions should be based on sound professional judgment.
10. Promote the use of multiple sources of information when making decisions.
11. Keep faculty, students, and staff informed on how assessment findings are being used to inform decisions.

---

College Review of Program SLO Assessment

Annually, colleges are required to conduct a systematic review of the assessment practices occurring in all degree programs and standalone certificates. (Embedded certificates which may be attained via coursework wholly contained within a larger degree program do not require separate review since review is already occurring at the degree level.) In Pamplin, this responsibility is performed by the Pamplin Curriculum Committee.

The purpose of this annual review is to ensure that all programs are appropriately engaged in continual, meaningful efforts to assess their impact on students and using the findings to guide reasonable, specific actions to improve teaching and learning. Programs must document and report their ongoing performance of these quality assurance efforts for stakeholders, including accreditors. Likewise, colleges must demonstrate that they provide appropriate oversight by routinely vetting the quality of the assessment activities occurring in their programs.

Importantly, the college’s review does not judge how effectively programs teach or produce successful students. The salient concern is whether programs are routinely examining their strengths and weaknesses to make steady, ongoing improvements to what they do. It is not only acceptable, but preferable, for a program to report that they are failing to achieve some of the things they set out to do. From the standpoint of quality assurance, this suggests that intentional assessment is occurring and helping to identify areas that need improvement. As long as these findings culminate in sensible action for the better, that is a success!

The Focus of the Review

When reviewing programs in the college, the Pamplin Curriculum Committee has two principal concerns:

1. **Quality of the Assessment Design for the Current Academic Year**
   Are the SLOs and accompanying measures the program has chosen to focus on this year sufficiently well-constructed to capture useful data that will help the program meaningfully assess the impact it is having on students?

2. **Appropriate Use of Results from the Last Academic Year**
   Did the program examine the results from the last cycle of assessment and identify reasonable action(s) to improve some of the issues or concerns they identified?

To guide the college curriculum committee in answering these questions, the Augusta University SLO Advisory Committee has developed an **SLO Assessment Rubric** (Appendix I). Department chairs, program directors, and any faculty or staff who have responsibilities for program assessment should acquaint themselves with this rubric.
The Review Process

Every fall, the Pamplin Curriculum Committee reviews assessment practices for all degree programs and standalone certificates within the college. The information they review is obtained from Campus Labs, the reporting system used by chairs and program directors who oversee assessment. Members of the Curriculum Committee may access this information directly in Campus Labs if they have received appropriate training and access; alternatively, they may access the same information exported and uploaded to BOX by the college’s designated Planning and Assessment Coordinator, Wade Caldwell (wcaldwell@augusta.edu). Any members of the College Curriculum Committee who need training in SLO assessment may also contact Wade for the dates and times of upcoming training workshops.

By September 30, all chairs and program directors are expected to have finalized the collection of the past academic year’s SLO assessment data, reported the findings and actions for improvement, and identified the SLOs and measures they plan to use for program assessment during the current academic year. This information is reported in Campus Labs.

From October 1 to November 15, the College Curriculum Committee reviews the information reported by each program, using the SLO Assessment Rubric (Appendix I) to evaluate the quality of the SLOs and measures the program has identified for the current year, as well as the use of results from the past year’s assessment cycle (see The Focus of the Review above). The committee may elect to divide up the workload by assigning programs to specific members of the committee; however, all programs should be reviewed by at least two members of the committee, and all findings should be discussed with the full committee before relaying them to the program.

As the review of each program is completed, the committee chair (or another appropriate designee) will email a copy of the committee’s findings to the appropriate department chair or program director. In the case of program directors, their department chair should be copied on that email. In all cases, the Director of College Assessment, Dr. Kim Gray (kim.gray@augusta.edu) should be copied as well.

Review findings must be communicated to all programs no later than November 15.

By December 15, the chair or program director associated with each program should review the findings from the Pamplin Curriculum Committee and submit changes in Campus Labs to address any concerns or recommendations for improvement. Programs are not required to follow the committee’s recommendations to the letter. The committee’s input is intended as constructive guidance, but programs retain the right and responsibility to make final decisions about how best to address any issues or concerns the committee has identified. If a program strongly disagrees with the findings, the chair or program director should contact Dr. Kim Gray to discuss those concerns.

All necessary changes must be incorporated in Campus Labs no later than December 15.

Also by December 15, the chair of the Pamplin Curriculum Committee will draft a letter to the Dean that indicates the committee has completed its annual review of program SLO assessment, summarizes the findings (in terms of the relative health of assessment practices occurring across the
college’s programs), and offers any recommendations that might improve either the review process itself or the effectiveness of how programs conduct assessment.

By January 15, the Director of College Assessment will confer with the Dean and the Associate Dean for Faculty Affairs to ensure awareness of the year’s findings and discuss any concerns that may have been identified.

By January 30, the college will close out the review process by uploading to Campus Labs a signed letter from the Dean which indicates that the college has completed its annual review and that programs have taken steps to address and incorporate the findings appropriately.

If, for any reason, the college has not been able to complete its review of certain programs or those programs have not been able to make adjustments based on the findings, that fact will be clearly noted in the letter, along with a brief explanation and anticipated timeline for completing that work.
Using the SLO Assessment Rubric

Augusta University’s SLO Advisory Committee developed the SLO Assessment Rubric (Appendix I) to assist colleges in assuring the quality and efficacy of assessment practices within their programs.

The rubric emphasizes four key elements of effective program assessment; namely:

- the clarity/quality of the program’s SLO statements
- the quality/suitability of the methods and measures used to assess each SLO
- the clarity/coherence of the program’s analysis of assessment findings
- the clarity/coherence of the actions identified for improvement

Samples of acceptable and problematic practices in each of these areas are provided below.

Evaluating the Quality of SLOs

Per the criteria specified by the university’s SLO Assessment Rubric (Appendix I), SLO statements must identify specific knowledge, skills, or behaviors to be gained, and must be stated in a manner that is clear, focused, and measurable.

Below are some examples of strong, acceptable, and unacceptable SLOs according to these criteria:

**Strong**

**SLO:** Students will be able to critically analyze social and cultural phenomena using evidence from quality anthropological sources.

**SLO:** Students will be able to critically assess anthropological theories and methods.

**SLO:** Students will demonstrate and apply knowledge of core criminological concepts and theory.

**Acceptable**

**SLO:** Students will demonstrate ability to communicate in various genres of writing appropriate to the communication professions.

The phrases “demonstrate ability,” “various genres,” and “communication professions” create a sense of vagueness. It’s possible to infer the skill to be measured, but simpler, more precise wording would clarify greatly. A better version: “Students will be able to write for multiple genres of professional communication.”

**SLO:** Students will understand social phenomenon through sociological theories and concepts.

“Understanding” is not inherently measurable. It’s possible to infer the skill to be measured, but putting the focus on observable, measurable actions will improve this SLO considerably. A better version: “Students will identify and apply sociological theories and concepts to explain social phenomenon.”
Unacceptable

SLO: Students will be able to practice scholarly neutrality.

This SLO does is not expressed in clear, measurable terms. It should specify a clear behavior associated with neutrality. For example, “Students will be able to identify and explain valid points of contention that underlie opposing viewpoints.”

SLO: Students will be able to teach history in the secondary school context.

Although a skill (“teach”) is stated, it is far too broad and not expressed in measurable terms. It should be broken up into multiple SLOs that focus on the specific knowledge, skills, and values that are necessary to teach history effectively at the secondary level.

SLO: Students will be able to connect present phenomena with the living past.

This SLO is vague due to undefined terms like “connect”, “phenomena” and the “living past”. As written, a student could technically satisfy this outcome by claiming that “wearing clothes today makes us a lot like people in ancient times, who also wore clothes”—but surely that’s not the type or depth of “connection” desired here.

Evaluating Methods and Measures

Per the criteria specified by the university’s SLO Assessment Rubric (Appendix I), each assessment method should be well-suited to the SLO it measures, and must include at least two direct measures capable of supporting valid conclusions about student achievement of that SLO.

Below is an example of a strong approach to assessment, with two direct measures that are well-conceived to produce useful data on student achievement of the identified outcome.

Strong

SLO: Students will critically analyze social and cultural phenomena using evidence from quality anthropological sources.

Measure 1: Using a rubric to assess an in-class writing assignment. (DIRECT)

As explained in the program’s accompanying assessment summary (not included here, for the sake of space), faculty members assess student in-class assignments using a rubric with five levels of competency to assess student ability in each of three distinct areas. The SLO is strong, the measures are well suited, and the rubric is clear.

Measure 2: Using a rubric to assess a written portfolio and reflective essay. (DIRECT)

As explained in the program’s accompanying assessment summary (not included here, for the sake of space), faculty assess student portfolios that include upper-level written work and a reflective essay from graduating majors. The portfolios are evaluated using a rubric with four
levels of competency to assess student ability in each of five distinct areas: selection of sources, analysis, usage, organization, and clarity.

For illustrative purposes, here is the rubric the program developed (and attached to their assessment report) to support Measure 1:

<table>
<thead>
<tr>
<th>Excellence</th>
<th>Competency</th>
<th>Minimally Competent</th>
<th>Poor</th>
<th>Not Competent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent (4)</td>
<td>Competent (3)</td>
<td>Minimally Competent (2)</td>
<td>Poor (1)</td>
<td>Not Competent (0)</td>
</tr>
<tr>
<td>Citation of Sources</td>
<td>Sources are cited completely. Works cited is correctly formatted.</td>
<td>Sources are mostly cited correctly. Works cited is mostly correctly formatted.</td>
<td>There are some errors in citation or citations missing. Works cited has some formatting errors or missing entries.</td>
<td>There are numerous errors in citation or citations missing. Works cited has numerous formatting errors or missing entries.</td>
</tr>
<tr>
<td>Quality of Sources</td>
<td>Uses most relevant anthropological sources (including but not limited to known scholars/journals in that field) that support thesis/argument.</td>
<td>Uses some relevant anthropological sources that support thesis/argument.</td>
<td>The author does not provide sufficient anthropological sources that support thesis/argument.</td>
<td>Too few anthropological sources that support thesis/argument.</td>
</tr>
<tr>
<td>Critically Analyze Social and Cultural Phenomena</td>
<td>Author insightfully places the argument and evidence in anthropological context provided by sources. Demonstrates depth of understanding of the context. The argument is part of a larger scholarly discussion.</td>
<td>Author contextualizes argument using sources. At various moments, relates the argument to other scholarly discussions.</td>
<td>Author partially contextualizes argument with sources with only sporadic effort to link larger scholarly discussions. Irrelevant or misinformed use of sources.</td>
<td>Author minimally uses sources to contextualize argument and no connection to scholarly discussions. A number of factual errors presented.</td>
</tr>
</tbody>
</table>

Rubrics are not the only way to gather high quality data, but a good rubric with clearly defined evaluative criteria and levels of achievement is extremely useful for documenting the extent to which students are achieving specific outcomes. Rubrics hone in on specific skills and also help calibrate varying perceptions about what constitutes acceptable performance across multiple faculty and years; thus, they capture data with a degree of specificity and consistency that simple grades cannot match. Consequently, they make it substantially easier to identify areas of concern and formulate appropriate actions for improvement.
Unacceptable

**SLO:** Students will be able to critically assess anthropological theories and methods.

**Measure 1:** Headcount of students who earn a C or higher in Research Methods.

This method is unacceptable for two obvious reasons: (1) it does not include at least two direct measures that can support valid conclusions about the SLO, and (2) the only measure identified here is not acceptable, as course grades are not an appropriate or reliable indicator of student learning as it pertains to the particular outcome being assessed. See *Course Grades Have No Place in Program Assessment* for more on this.

**Evaluating the Assessment Report**

Per the criteria specified by the university’s SLO Assessment Rubric (Appendix I), the program’s report and analysis of assessment findings—often referred to as the “assessment report,” which is formally submitted via Campus Labs—must do all of the following:

- provide a clear, focused summary of the assessment results
- include appropriate documentation (e.g. a copy of the assessment instrument/rubric) to allow for a detailed review of the assessment methodology and/or findings
- provide a clear and reasonable analysis of the findings, including the degree to which each learning outcome was met

**Sample Assessment Summary**

**SLO:** Students will be able to differentiate the subject matters of the four fields of Anthropology.

**Assessment Method:** We will assess students’ foundational knowledge through embedded questions in ANTH 1102.

**Measure Results Narrative:** We asked the following questions about the differences between the four subfields of anthropology of all students enrolled in ANTH 1102 during the Fall 2017 semester. ANTH 1102 is our Introduction to Anthropology course and is required for all Anthropology majors. The results include those for both majors and non-majors. However, numerous students choose the Anthropology major after they complete this course, hence our decision to assess everyone. We were not able to assess all sections.

Question 1 related to Archaeology, Q2 to Physical Anthropology, Q3 to Linguistic Anthropology, and Q4 to Cultural Anthropology. The table shows the total number of students assessed in each section and the percentage who answered each question correctly.
SLO direct measurement #1:

<table>
<thead>
<tr>
<th>Fall 2017</th>
<th># of Students Assessed</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 1</td>
<td>24</td>
<td>95.7%</td>
<td>91.7%</td>
<td>100.0%</td>
<td>95.8%</td>
</tr>
<tr>
<td>Section 2</td>
<td>22</td>
<td>90.9%</td>
<td>31.8%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Section 3</td>
<td>25</td>
<td>72.0%</td>
<td>72.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Total #/Avg %</td>
<td>71</td>
<td>84.5%</td>
<td>66.2%</td>
<td>100.0%</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

This assessment report is strong because it provides a clear summary with appropriate supporting data/documentation (the table) to facilitate a detailed review of the methodology and findings. Combined with a strong analytical reflection on strengths, weaknesses, and actions for improvement (not included here, for the sake of space), this kind of reporting shows clearly that the program is meaningfully engaged in assessment.

Sample Findings

**SLO**: Students will be able to identify the elements of basic models of communication.

**SLO Achievement Strengths**: Students were able to see that different models of communication had different orientations (mass, group, interpersonal) and different methodologies (qualitative and quantitative), as well as basic assumptions about human beings.

**SLO Achievement Weaknesses**: Students were not asked to apply these models to their own lives and their own perception of the mediated culture that surrounds them.

**Use of Results for SLO**: In the final project, students should tell why they chose a particular communication model and how it helps to understand their own prejudices and weaknesses in analyzing and evaluating something to which they are predisposed.

Despite a strong summary of the assessment method (not included here, for the sake of space), this assessment report is unacceptable because it lacks supporting data and relevant conclusions based on those findings. No data is provided to explain the strengths and weaknesses reported here, and there is also no indication of the degree to which the outcome was met. For the reported weaknesses, the program notes that students were not asked to apply models to their own lives, and concludes, in the Use of Results section, that they should be asked to do so in the future. This is speculation about future possibilities for the assignment; it is not a valid, data-informed conclusion about the degree to which students achieved the outcome ostensibly being assessed. (In fact, students’ ability to apply such models to their own lives does not seem relevant to the outcome as it is stated here.) Consequently, stakeholders could raise legitimate concerns as to whether the program is actually measuring what it thinks/claims it is measuring, and whether those measures are adequate or sufficiently meaningful to support valid conclusions about student learning and actions for improvement.
Sample Use of Results

**Use of Results for SLO:** The Capstone Seminar is a relatively new course, having been delivered only twice. It is identified on the program’s curriculum map as the point of mastery for this and other outcomes. This year is the first assessment of outcome achievement in that course, and the results suggest a need for further reinforcement of research methods in literary and rhetorical studies. The weaknesses in the Capstone Seminar assessment appear to be due in part to students’ attempts to perform interdisciplinary research, which is a valuable skill and encouraged in the program. Prior to attempting that interdisciplinary research, however, students in the seminar must demonstrate a firm understanding of their primary discipline’s methods and theoretical frameworks. In the coming academic year, the instructor in the Capstone Seminar will develop scaffolded assignments and assessment to reinforce and assess research methods and use of theory in literary or rhetorical studies; at the end of the course, the instructor and the curriculum committee will work to identify any strengths or weaknesses that can be improved with further revisions of the course.

Following a strong summary of the assessment method and acceptable reflection on the strengths and weaknesses detected in students’ abilities (not included here, for the sake of space), this Use of Results narrative nicely acknowledges legitimate limitations in the conclusions that can be drawn for this SLO at this point in time. This is a new course, a new outcome, and the first time the outcome has been assessed, so there is no comparative/trend data to draw upon for analysis. Despite those limitations, the narrative makes a clear effort to extrapolate what inferences it can based on the results, identifies a reasonable concern suggested by the data (i.e., students attempting interdisciplinary research prematurely, before they have adequately mastered research methods in the primary discipline), and proposes a reasonable action to address this (i.e., restructuring assignments to ensure more, or progressively more challenging, practice with research/theory in the primary discipline).

Here are some excerpts from other “Use of Results” statements that are refreshingly clear, specific:

- “The professor teaching the capstone course will emphasize the ability to write a strong critique statement in the upcoming year by incorporating additional practice exercises.”
- “Specific actions will be to focus on sketchbooks and sequential projects to demonstrate process as a method for concept and design development. Also, the senior capstone course will include more specific guidelines for students concentrating in graphic design.”
- “We plan to emphasize philosophy of punishment more and add a new assignment on prison design.”
- “The faculty curriculum committee has met and, based on these findings, has agreed to incorporate additional in-class lecture and discussion time to this concept in all sections of this course.”
- “Faculty will begin to incorporate exercises and assignments which explicitly guide our majors in the steps required to complete a successful document analysis.”

Assuming these actions are clearly and reasonably related to the areas of weakness the program identified, they are a perfectly acceptable way to close the loop and demonstrate that the program is engaged in making intentional, ongoing improvements.
Common Problems with Assessment Reports

Listed below are some of the most common problems that cause assessment reports to be problematic or unacceptable:

- **Tentative/passive language without commitment to action for change**
  Program assessment should be robust enough to allow for confident conclusions about how student learning can be improved. Tentative language may suggest the program has reservations about the validity of its findings, or is not committed to follow through with action. Avoid tentative/passive language such as: “students may need more direction in developing their elevator pitch and make it more relevant to their career needs”; or “more emphasis needs to be placed on helping students learn how to edit their own work”; or “in future sections of this course, the instructor needs to demonstrate the importance of research and theoretical models in everyday life.” Focus on what students need, and what the program will do to address it.

- **Insufficient information**
  The use of results should include sufficient explanation/detail for a reader to understand how or why the action is likely to improve learning in some identified area of weakness. It is not acceptable to simply state a change (e.g. “Revise the exit interview.”).

- **Incorrect information**
  Information or supporting data provided in the assessment report needs to be clear, relevant, and meaningful to the strengths, weaknesses, and/or actions for improvement identified. Data tossed in for its own sake is not the same as useful data. For example, stating “82% of the student assignments are satisfactory” does not really mean anything. This information will not likely help to understand or improve student learning because it isn’t sufficiently detailed to inform that kind of analysis. It is an arbitrary statistic.

- **Continued action in lieu of new action**
  The actions identified in the use of results should constitute a new effort to improve student learning. Stating that the program will simply continue doing something it is already doing is not actually taking action (e.g., “Faculty will continue to communicate to majors the importance of taking the methods course as early as possible.”). It is fine to mention what the program will continue doing, but it is not sufficient to close the loop. Closing the loop on the most recent assessment results requires some action rooted in those results. (If everything is going so well with the identified SLO that the findings do not indicate a need for change, then an appropriate action could be to rotate in a different SLO to focus on improvements in other areas for the coming year.)
Glossary

Assessment is the systematic collection, review, and use of information about educational programs undertaken for the purpose of improving student learning and development. (Palomba & Banta, 1999)

Assessment Calendar is part of an assessment plan to document the academic year each SLO will be assessed. It is used to ensure that each SLO is assessed at least once within a program cycle.

Course-level Assessment or “Course Assessment” refers to methods of assessing student learning within the classroom environment, using course goals, outcomes, and content to gauge the extent of learning that occurs during the course term.

Curriculum Mapping is an analytical approach that allows faculty to identify important components of program curricula, place them in relation to each other in a visual format, and then capture an overarching curricular structure to support cognitive scaffolding for further analysis. A curriculum map is a visual tool that can be used to introduce new students and faculty to the program, curriculum discussion, accreditation requirements, and provides an approach to systematically study the curriculum. Curriculum mapping is especially helpful in implementing an assessment plan. (Cuevas, Matwev & Feit, 2009). See Identifying Learning Opportunities above for more information.

Direct Assessment focuses on materials or behaviors that are produced directly by the students being assessed for purposes of demonstrating what, or how well, they have learned. Scoring their performance on tests, term papers, oral presentations, or other formal assignments or exercises are examples of direct assessment. Direct assessment can occur within a single course (e.g., performance on a series of tests) or across multiple courses and years (comparing writing scores from sophomore to senior year).

Embedded Assessment is a means of gathering information about student learning that is integrated into existing teaching and learning processes, in lieu of implementing separate, additional assessments solely for purposes of program assessment. The benefit is greater efficiency or ease of data collection, such that students need not be asked to demonstrate similar skills multiple times purely for the sake of program reporting need. Results from well-planned course-embedded assessments can simultaneously serve the needs of an instructor (for assessing student performance in the course) and those of the program director or chair (for assessing student performance or progression throughout the broader program in which that course occurs). For example, a research paper in specific course might require students to demonstrate their ability to formulate a strong thesis, illustrate their supporting claims with clear evidence, and situate those claims in response to credible scholars who have weighed in on the same topic. Those might be primary outcomes for assessing student performance at the course-level, but the results could be compared with those from a similarly-structured assignment at an earlier (or later) stage in the curriculum to yield program-level data, with no additional or separate “program assessment” work. Likewise, the same course assignment and rubric or scoring criteria could be tweaked so that, with little or no additional effort, it also captures meaningful data for other program-level outcomes, such as students’ ability to locate and evaluate the quality of web-based information and to select appropriate tools for conducting research.
**Formative Assessment** uses information or data about student learning collected during a course or program in order to guide improvements in teaching and learning. Formative assessment activities are usually low-stakes or no-stakes; they do not contribute substantially to the final evaluation or grade of the student or may not even be assessed at the individual student level. For example, posing a question in class and asking for a show of hands in support of different response options would be formative assessment at the class level. Observing the number of students who respond incorrectly can be used to determine if more time or practice is needed to help improve the class’s understanding of that concept.

**Indirect Assessment** uses students’ own perceptions or reflections about their learning, or secondary evidence, to make inferences about student learning. For example, surveys of employers, students’ self-assessments, or comments from a focus group are indirect evidence of learning. While this kind of evidence is not alone sufficient to support effective program assessment, it can and often does play a critical role in filling in a more complete picture of the impact a program has upon its students.

**Program-Level Assessment** or “Program Assessment” refers to methods of measuring the quality and impact of a program’s curricula on the students who complete it. Program-level assessment depends heavily on course-level assessment data, but approaches that data with a broader concern for what (and how well) students are learning at various stages of their progression through the curriculum; where there are opportunities to improve the scope, sequencing, and progressive rigor of coursework; and how successfully the program’s various parts are working in concert to equip program graduates with the desired knowledge, skills, behaviors, and perceptions they are expected to possess.

**Rubrics** are scoring tools that explicitly represent the performance expectations for an assignment or piece of work. A rubric divides the assigned work into component parts and provides clear descriptions of the characteristics of the work associated with each component, at varying levels of mastery. Rubrics can be used for a wide array of assignments: papers, oral presentations, artistic performances, group projects, etc. Rubrics can be used as scoring or grading guides, to provide formative feedback to support and guide ongoing learning efforts, or both.

**Student Learning Outcomes**—often abbreviated as “SLOs” or simply called “outcomes”—are operational statements that describe specific student work products or behaviors that evidence their acquisition of desired knowledge, skills, abilities, capacities, attitudes, or dispositions. Think of SLOs as the observable indicators that can best be used to determine whether students are achieving the educational goals of a program successfully.

**Summative Assessment** is the gathering of information at the conclusion of a course, program, or undergraduate career to improve learning or to meet accountability demands. When used for improvement, impacts the next cohort of students taking the course or program. Examples: examining student final exams in a course to see if certain specific areas of the curriculum were understood less well than others; analyzing senior projects for the ability to integrate across disciplines.
Appendix I: SLO Assessment Rubric

The rubric below was developed by the university’s SLO Advisory Committee to assist the colleges during their annual review of assessment practices for all programs.

See “College Review of Program SLO Assessment” for more information about this process.
## Student Learning Outcome (SLO) Assessment Rubric

<table>
<thead>
<tr>
<th>Program:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SLO no.:</td>
<td></td>
</tr>
<tr>
<td><strong>Criterion for Assessment</strong></td>
<td><strong>Qualities</strong></td>
</tr>
<tr>
<td>The SLO statement is clear, focused, and measurable.</td>
<td>Identifies specific knowledge, skills, or behaviors to be gained.</td>
</tr>
<tr>
<td>The assessment methods and measures are appropriate and sufficient.</td>
<td>The assessment method(s) is/are chosen are well suited to the SLO.</td>
</tr>
<tr>
<td>The report provides at least two direct measures capable of supporting valid conclusions about the achievement of the SLO.</td>
<td>At least two direct measures provide a rich data set supporting the capture of important/useful/valid insights about the degree to which students achieve the targeted learning outcome.</td>
</tr>
<tr>
<td>The report is clear and complete in the report of results and the analysis of those findings.</td>
<td>The report provides a clear, focused summary of the assessment results.</td>
</tr>
<tr>
<td>Where appropriate, documentation is provided to facilitate detailed review of assessment methodology and/or findings.</td>
<td>Where appropriate, supporting documentation/evidence is provided to facilitate detailed review of assessment methodology and/or findings.</td>
</tr>
<tr>
<td>The analysis of findings defines the degree to which the learning outcome was met.</td>
<td>The analysis and evidence establish the degree to which the learning outcome was met. Where appropriate, limitations to the interpretation of the data is acknowledged.</td>
</tr>
<tr>
<td>The action plan in the “Use of Results” section is clear, detailed, and reasonable.</td>
<td>The planned actions are clear, detailed, and focused on improving student learning.</td>
</tr>
<tr>
<td>The action plan “closes the loop” in response to assessment findings by identifying specific, concrete actions for improving student learning – or provides a clear justification as to why no action plan is needed.</td>
<td>The action plan is logically based on assessment findings. The planned actions are collectively robust, detailed, and sustainable. If no action plan is needed, the report provides a compelling justification based on assessment findings.</td>
</tr>
</tbody>
</table>
Appendix II: Campus Labs

The Assessment Report

During and at the end of each assessment period, program heads use Campus Labs to report assessment findings and any resulting actions to improve student learning.

Each of the sections that must be used for reporting in Campus Labs are explained below.

**PLAN ITEM: STUDENT LEARNING OUTCOME**

This template is self-explanatory. It should include the number and wording of an SLO being assessed during the assessment period. *SLOs should be numbered 1.0, 2.0, 3.0, etc.*

**PLAN ITEM: DIRECT MEASURE**

*Direct Measure Number* should correspond with the number of the SLO it measures. For example, measures used to assess SLO 1.0 should be numbered 1.1, 1.2, 1.3.

*Direct Measure (Title)* should be a concise description of the method used to assess student learning for that SLO (e.g., “Course embedded exam”). If you wish to include the course number here, you can do so (e.g., “Library research paper in ENGL 1102”).

*Assessment Method (Direct Measure)* should provide a clear explanation of assessment method (e.g., “A graded, ten-question, course embedded exam given in XXXX course covering YYYYY material.”). It’s important to be clear and precise about how the measure data is collected (e.g., “The instructor will assess four criteria of a case study in LDRS 2000 using a rubric on a 4-point scale.”).

The *Measure Results Narrative* will remain blank until after the data is collected for the report. Once the data is collected, the data will be posted in this section. Do not include analysis of the data here. This section is only for reporting the data collected. Be sure to identify the number of students assessed (out of the total number of students), the number of sections that were included (out of the total number of sections offered), the course name, etc. The goal is to include enough detail/context so that reviewers have a reasonable understanding of what the data means and how representative it is of the overall population/cohort in the program or course. You can include charts, numbers, tallies, etc. in this section.

**IMPORTANT:** Never include student names or other personally identifiable information (PII) in this section. Assessment data is often made available to external reviewers and accreditors, so including PII can result in serious privacy violations under FERPA.
PLAN ITEM: SLO ANNUAL USE OF RESULTS

This section is completed at the end of the assessment cycle. Its purpose is to provide comprehensive analysis of the data collected from the relevant measures.

First, restate the SLO Number and the full SLO at the top of the template.

**SLO Achievement Strengths** should identify and explain any strengths in student learning which the data shows for this SLO. For example, students did well at identifying key leadership theories and describing each theory. The data shows that students earned an average score of 3.8 on the rubric for identification and 3.6 for theory descriptions, out of a total of 4.0.

**Opportunities to Improve Student Learning** should identify areas of weakness in student learning which the data shows for this SLO. For example, the data indicates that students are not able to differentiate between theories, even though they could describe individual theories fairly accurately. The data shows that students earned an average score of 3.0 out of 4.0 on this criteria.

**Use of Results for SLO** is the culminating part of the report. This is where you illustrate what the data means to you and what you are going to do moving forward to improve learning. You must identify a new action, such as adding or substantially reworking a class activity, assignment, lecture, quiz, etc. to improve learning in the future. You should be specific about the class(es) in which these changes will occur and the timeline for implementing them. Using the examples above, you could state that the instructors of LDRS 2000 will incorporate a new assignment in spring XX to give students additional practice in comparing and contrasting various theories of leadership, as well as devote more class time to discussing how these theories differ.

**Reflections and Notes** is an optional section. It can be used to include any interesting information or additional evidence (other than the direct measures already reported) which further informs or supports your assessment findings and use of results.

You can also add **Supporting Documentation/Substantiating Evidence** to the template. Generally, this is any documentation that serves to clarify, contextualize, or support your findings, such as raw data, instruction sheets for assignments used to measure student performance, rubrics used to assess those assignments, and so on.

**IMPORTANT:** Never upload documents that include students’ names or other personally identifiable information (PII). All PII must be removed or redacted prior to upload. Assessment data is often made available to external reviewers and accreditors, so including PII can result in serious privacy violations under FERPA.
Appendix III:
Optimizing Data Collection in D2L

Using Rubrics for Assessment in D2L

Rubrics list specific criteria by which an assignment will be assessed, along with clear descriptions of what constitutes a particular degree of success at fulfilling each criterion (typically divided into three to five levels of achievement that vary from excellent to deficient). A specific grade or score is usually assigned to each level.

In D2L, rubrics can be attached to submission folders and discussion topics so that these criteria are available to students before they submit an assignment (to understand expectations more clearly) as well as after they earn a grade (to understand in fuller detail what the grade signifies).

Creating a Rubric in D2L

When creating a new rubric, the system auto-saves so there is no Save button. To create a new rubric:

1. Select Assessments in the course navigation bar.
2. Select Rubrics from the dropdown menu.
4. In the Properties tab, enter a name for the rubric.
5. For the Rubric Status, keep it as Draft.
6. (Optional) Add a description of the Rubric if you like.
7. Select a rubric Type from the dropdown menu.
   - **Analytic** (default option): Multiple criterion rubrics that assess granular achievement on an activity. This is the recommended option.
   - **Holistic**: Single criterion rubrics that assess overall achievement on an activity.
8. Enter the initial number of levels the rubric will have (columns).
9. Enter the initial number of criteria the rubric will have (rows).
10. Select a Scoring method from the dropdown menu.
    - **Points** (default option): The rubric will calculate a numeric score with all criteria weighted equally.
    - **Custom Points**: The rubric will calculate a numeric score with some criteria weighted more heavily than others. Individual criterion cells in custom point rubrics dynamically scale when editing the criterion “out of” value.
    - **No Score**: The rubric will display only text feedback, not a numeric score.
    - **Percentage** (only available if Holistic was selected as the rubric Type): A percentage can be assigned based on the level score of the associated activity.
11. Click on the **Levels and Criteria** tab.

12. Click on the down arrow beside a criterion and select **Edit Criterion**.
13. To edit the Criterion, select the down arrow and select edit to add the criterion name and the level descriptions.

14. Click **Next** in the upper right corner to go to the next Criterion.
15. Click **Save** to save the current Criterion before moving on.
16. Repeat for each criterion.
17. If you save after each criterion, it will take you to the Edit Rubric page.
18. To assess different aspects of an assignment separately, such as grammar usage and writing style, one can add more than one section or group of criteria. Each Criteria Group can include different descriptions and point values. To add the new group, select the Add Criteria Group button. The Overall Score section totals the scores earned on each Level for each Criterion.

19. Select Close when finished setting up the rubric.

Controlling the Visibility of a Rubric or Scores in D2L

D2L has three options for rubric visibility as well as the option to hide scores, all listed under Options. If necessary, select the dropdown arrow to expand Options. Choose if the rubric will be visible to students and when, as follows:

- **Rubric is visible to learners**: Students will be able to see the empty Rubric before submitting work, and then see a link to the graded Rubric once assessments are published.
- **Rubric is hidden from students**: Only instructors, TAs and Graders will see the rubric attached to a tool.
- **Rubric is hidden until feedback published**: Students will see a link to the graded Rubric once assessments are published.
- **Hide scores from students**: If this box is checked, students will still see check marks without a numerical score in each Level and the Overall Score Level in the rubric. The published score for the entire assignment will appear in the Score field.
Publishing a Rubric (Setting Rubric Status in D2L)

Before a rubric can be linked to an assessment item in D2L, it must be "Published". To publish a rubric:

1. Select Edit Course in the course navigation bar.
2. Select Course Administration from the dropdown menu.
3. Select Rubrics under the Assessment heading.
4. Select the dropdown arrow [A] next to the name of the rubric.

Select Set Status [B].

6. Select Published.
Associating a Rubric with a D2L Submission Folder

To associate a rubric with a submission folder:

1. Go to the Submissions area.
2. Select the dropdown arrow [A] next to the name of the submission folder.
3. Select **Edit Folder** [B].

4. Under the Evaluation and Feedback section, click **Add Rubric**.
5. The Select Rubric window will open. Select the **checkbox** next to the rubric that needs to be associated.
6. Choose **Add Selected**.
7. Select **Save and Close**.
Associating a Rubric with a D2L Discussion Board

To associate a rubric with a discussion board on D2L

1. Go to the **Discussions** area.
2. Select the dropdown arrow [A] next to name of the discussion topic.
3. Select **Edit Topic** [B].

4. Select the **Assessment** tab.
5. Click **Add Rubric**.
6. The Select Rubric window will open. Select the **checkbox** next to the rubric that needs to be associated.
7. Choose **Add Selected**.
8. Select **Save and Close**.

Editing a Rubric

Once a rubric has been associated with an item, it can't be edited. If edits are necessary, make a copy of the existing rubric and then associate the new rubric.

1. Select **Edit Course** in the course navigation bar.
2. Select **Course Administration** from the dropdown menu.
3. Select **Rubrics** under the Assessment heading.
4. Select the dropdown arrow [A] next to the name of the rubric.
5. Select **Copy** [B].

6. Select the name of the copied rubric.
7. Replace the name of the rubric with a new name.
8. Make changes to the rubric's properties, levels or criteria if needed.
9. To associate the new rubric to a grade item, follow the steps for "Associating a Rubric with a Discussion Board" or "Associating a Rubric with a Submission Folder."

**Grading a Submission with a Rubric in D2L**

1. Select **Submissions** in the course navigation bar.
2. Select the name of the submission folder.
3. Select the name of the file that needs to graded.
4. Select the name of the rubric associated with the submission folder. It is listed under the Evaluation and Feedback section.
5. The rubric will appear in a new window. Select the box for the level the student achieved for each criterion. As scores are selected for each criteria, the rubric will automatically update the overall score.
6. Select **Add Feedback** in the criteria column to enter qualitative feedback.

   **NOTE:** Selecting the X in the feedback window will clear all text that was just entered.

7. The rubric will automatically save as information is entered. When finished scoring the rubric, select **Close**.

8. Select **Save Draft**, move to the **Next Student**, or **Publish**.

   **IMPORTANT:** Until **Publish** is selected, all assessments and feedback entered are hidden from student view.

---

**Grading a Discussion Post with a Rubric in D2L**

1. Select **Discussions** in the course navigation bar.

2. Select the dropdown arrow [A] next to the name of the discussion topic.

3. Select **Assess Topic** [B].

4. For each student, select **Topic Score**.

5. The rubric will appear in a new window. Select the box for the level the student achieved for each criterion. As scores are selected for each criteria, the rubric will automatically update the overall score.

6. Select **Add Feedback** in the criteria column to enter qualitative feedback.
7. The rubric will automatically save as information is entered. When finished scoring the rubric, select **Save Draft** or **Publish**.

**Rubric Data Visualization**

Once data is collected using the rubrics, you will be able to see the data. For example, if a rubric is used to assess student understanding of leadership theories via an assignment (a paper, for example), the overall class scores will be shown in the overall tab. You can see the various levels of performance obtained overall by percentages of the class/cohort that was assessed.

![General Statistics for 'Leader Interview' table](image)

<table>
<thead>
<tr>
<th>Overall Level</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 4</td>
<td>9 %</td>
</tr>
<tr>
<td>Level 3</td>
<td>66 %</td>
</tr>
<tr>
<td>Level 2</td>
<td>22 %</td>
</tr>
<tr>
<td>Level 1</td>
<td>3 %</td>
</tr>
</tbody>
</table>
If you click on the Criteria Statistics tab, you will see the breakdown of each of the criteria for that rubric, as shown below.

<table>
<thead>
<tr>
<th>Criteria Score Frequency for 'Leader Interview'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria</td>
</tr>
<tr>
<td>Overall Depth of Reflection</td>
</tr>
<tr>
<td>Advanced</td>
</tr>
<tr>
<td>Competent</td>
</tr>
<tr>
<td>Developing</td>
</tr>
<tr>
<td>Novice</td>
</tr>
<tr>
<td>Level of Internal and External Reflection</td>
</tr>
<tr>
<td>Advanced</td>
</tr>
<tr>
<td>Competent</td>
</tr>
<tr>
<td>Developing</td>
</tr>
<tr>
<td>Novice</td>
</tr>
<tr>
<td>Infusion of Leadership into the Response</td>
</tr>
<tr>
<td>Advanced</td>
</tr>
<tr>
<td>Competent</td>
</tr>
<tr>
<td>Developing</td>
</tr>
<tr>
<td>Novice</td>
</tr>
<tr>
<td>Assignment Adherence</td>
</tr>
<tr>
<td>Advanced</td>
</tr>
<tr>
<td>Competent</td>
</tr>
</tbody>
</table>

If you are interested in student-level statistics, those are available as well. The breakdown of the scored criteria makes it easy to identify areas in which students need to improve. Consequently, this type of data is much easier to analyze and incorporate into the Use of Results section in Campus Labs.

In the example above, the data is clear: 32 students were assessed, 75% of whom are competent or advanced in their application and knowledge of leadership theories. However, many students have room to improve their reflection or understanding of how the leadership theories applied to their lives as well as how to describe in writing what they are learning about leadership and its application.
Using Quizzes and Exam Questions to Assess Efficiently in D2L

Using the EXAMS/QUIZZES tool in the Assessments section of D2L can provide excellent data that is easy to use for assessment and reporting purposes; however, good assessment design is critical. Course grade summaries or average grades never suffice to tell an effective story because they can reflect many variables beyond those we need to isolate to assess a specific SLO. Well-designed quizzes or embedded question(s) on exams can capture more focused and useful insights about the extent to which students are, or are not, achieving a specific outcome. Ideally, these measures will also help illuminate which aspects of a particular learning outcome students are struggling with most.

If you wish to use students’ overall scores on a quiz or exam question to assess their knowledge of an SLO, the quiz/question must be succinct and focused exclusively on a single SLO. For example, consider this SLO: “Students will understand leadership theories.” A quiz about leadership theories would be an appropriate measure for assessing this SLO. However, students’ overall scores on that quiz will only be useful for assessment if the entire quiz focuses exclusively on knowledge or abilities that relate directly to this SLO. If the quiz includes items not directly tied to this SLO, then resulting fluctuations in their overall scores could be attributable to factors other than the SLO you intend to measure. By contrast, keeping all quiz items focused on one SLO ensures their resulting scores/grades can be used as evidence of the extent to which students are, or are not, achieving that SLO to the program’s satisfaction.

The best designed quizzes go a step further by allowing for a breakdown of the results question by question, providing insight into the nuances of what students are, or are not, learning well. Technically, it may be acceptable to report that “75% of students received an A, 10% received a B, and 15% a C” to show that students are, or are not, meeting the program’s threshold for success. But realistically, reporting data at this general level (as a simple breakdown of overall scores) makes the subsequent tasks of explaining and acting on these findings harder. For example, let’s say all students earn a passing grade on the quiz. That would seem to suggest they’re all doing well, but are they really? Sometimes students satisfy formal measures, yet still fall short of the degree of proficiency or precision we really want for them. An overall score breakdown isn’t going to capture those nuances well, and thus, will be considerably more difficult to analyze and translate into clear action steps for making ongoing improvement as required by SACS.

A better approach is to break down the quiz into reasonable parts that help illuminate different facets of how well students have, or have not, learned the outcome. Let’s suppose 100% of students understood leadership theory A & B, but only 70% understood theory C. Even if they all passed the quiz overall, capturing this additional level of detail about their performance makes it much easier to identify an opportunity to improve their learning. Clearly, they could use more time or practice with leadership theory C. At the very least, we know something about how they are exposed to theory C isn’t working well.

This kind of detail is easy to capture using the QUIZ tool in D2L, making it far easier to identify steps a program can take to improve student learning in a specific area.
The same is true for capturing data via embedded exam questions. Since exams typically assess more than one outcome, students’ overall scores/grades on those exams cannot be used to evidence achievement of a specific SLO. You’ll have to pull out the results for only those exam questions that are specifically tied to the SLO you wish to assess.

For example, on this exam from a leadership class, question 1 is a theory question:

So are questions 6 and 7:

And Question 48 is a multi-part matching question on leadership theories:

Since these are the only questions about leadership theories on the exam, they are the only results we should include when reporting and analyzing student performance as it relates to the specific outcome that “Students will understand leadership theories.”

Based on the data collected from these questions, we can surmise that students understood the theories quite well on their own, but experienced considerably greater uncertainty when asked to apply or compare theories, such as situational and contingency theories. If we focus only on the scores earned on each question, we could report any of the following:
90% or more students got 3 out of 4 questions correct, and 85% of students got all four questions correct.

100% of students got two theory questions correct.

90% of students got the 3 definition questions correct, but only 85% got all of the matching questions correct.

These are all true, but what changes or ‘Use of Results’ could we make based on the information above? Evidently, students need work on improving their comparison skills, but it’s difficult to say specifically which theories are giving the students difficulty. Breaking down a multi-part question like #48 into a finer level of detail might help.

Here’s a detailed breakdown of the most difficult parts of that question (#48):

A type of leadership when the leader or manager of an organization must adjust his style to fit the development level of the followers he is trying to influence.

<table>
<thead>
<tr>
<th>Leadership Type</th>
<th>Number Corrected</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentic leadership</td>
<td>1</td>
<td>3.13 %</td>
</tr>
<tr>
<td>Situational leadership</td>
<td>20</td>
<td>62.5 %</td>
</tr>
<tr>
<td>Authoritarian leadership</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>Democratic leadership</td>
<td>0</td>
<td>0 %</td>
</tr>
<tr>
<td>Contingency theory of leadership</td>
<td>10</td>
<td>31.25 %</td>
</tr>
<tr>
<td>Transactional leadership</td>
<td>1</td>
<td>3.13 %</td>
</tr>
</tbody>
</table>
The effectiveness of leadership depends upon the situation, and there are numerous factors, such as the nature of the task, leader's personality, and make-up of the group being led.

<table>
<thead>
<tr>
<th>Leadership Type</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentic leadership</td>
<td>1</td>
<td>3.13%</td>
</tr>
<tr>
<td>Situational leadership</td>
<td>11</td>
<td>34.38%</td>
</tr>
<tr>
<td>Authoritarian leadership</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Democratic leadership</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Contingency theory of leadership</td>
<td>20</td>
<td>62.5%</td>
</tr>
<tr>
<td>Transactional leadership</td>
<td>0</td>
<td>0%</td>
</tr>
</tbody>
</table>

These details indicate much more clearly that students get the contingency theory and situational theory mixed up, with only 62% of students able to apply those theories correctly. This makes it much clearer where we might make changes to improve instruction. Why are students getting confused about these theories? Is it something about the way the exam question was structured, or how these theories were taught in class, or the amount of practice students received in applying them? With moderate reflection, it should be much easier to write up the Use of Results and identify clear action steps for improvement. For example, the instructor might feature these theories more prominently in class discussions and create an activity that asks students to differentiate between them.

Breaking down question statistics in the Quiz assessment tool in D2L is easy. Once you create your quiz and the students take the quiz, you will be able to run the statistics of the Quiz by completing the following steps.

1. Go to Assessments and select Exams/Quizzes.
2. Select the down arrow of the quiz questions needed and select Statistics.
3. You will be able to view the overall score distributions for the quiz.

4. Click on the Question Stats tab to see statistical data on each question. You will be able to see the average grade on each question, along with the standard deviation, discrimination index, and point biserial.

<table>
<thead>
<tr>
<th>Question</th>
<th>Average Grade</th>
<th>Standard Deviation</th>
<th>Discrimination Index</th>
<th>Point Biserial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 1</td>
<td>90.63%</td>
<td>29.61%</td>
<td>12.50%</td>
<td>0.21</td>
</tr>
<tr>
<td>Question 2</td>
<td>100%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>n/a</td>
</tr>
<tr>
<td>Question 3</td>
<td>100%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>n/a</td>
</tr>
<tr>
<td>Question 4</td>
<td>81.25%</td>
<td>39.66%</td>
<td>37.50%</td>
<td>0.38</td>
</tr>
<tr>
<td>Question 5</td>
<td>93.75%</td>
<td>24.59%</td>
<td>12.50%</td>
<td>0.26</td>
</tr>
</tbody>
</table>

5. For more detail on each question, click on the Question Details tab. You will see the same information as the question stats tab, but you can see which answer students selected for each question.
All of the quiz data can be exported to Excel.